Making costly manufacturing smart with transfer learning under limited data: A case study on composites autoclave processing
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A B S T R A C T

The integration of advanced manufacturing processes with ground-breaking Artificial Intelligence methods continue to provide unprecedented opportunities towards modern cyber-physical manufacturing processes, known as smart manufacturing or Industry 4.0. However, the “smartness” level of such approaches closely depends on the degree to which the implemented predictive models can handle uncertainties and production data shifts in the factory over time. In the case of change in a manufacturing process configuration with no sufficient new data, conventional Machine Learning (ML) models often tend to perform poorly. In this article, a transfer learning (TL) framework is proposed to tackle the aforementioned issue in modeling smart manufacturing. Namely, the proposed TL framework is able to adapt to probable shifts in the production process design and deliver accurate predictions without the need to re-train the model. Armed with sequential unfreezing and early stopping methods, the model demonstrated the ability to avoid catastrophic forgetting in the presence of severely limited data. Through the exemplified industry-focused case study on autoclave composite processing, the model yielded a drastic (88%) improvement in the generalization accuracy compared to the conventional learning, while reducing the computational and temporal cost by 56%.

1. Introduction

Recent advances in new technologies such as Cyber-Physical Systems (CPS), Internet of Things (IoT), Artificial Intelligence (AI) and Machine Learning (ML) have enabled the emergence of the modern era manufacturing, known as smart manufacturing. Particularly, recent achievements of novel ML algorithms such as deep learning [1] have enabled the manufacturing industry to develop adaptable, customizable and responsive manufacturing platforms by integrating the highly advanced manufacturing infrastructure with accurate and reliable predictive models [2–4]. This can yield economic growth and superiority for advanced manufacturing industries in the modern global market, where agile design and production of new products – in response to customer’s needs — play a central role [5].

Despite the much-touted capabilities of machine learning (ML) methods, when it comes to implementation of complex data-driven predictive platforms in expensive manufacturing settings, often there exist major restrictions (e.g., data availability, data consistency, model complexity and model architecture, etc.), which if not addressed accordingly, can limit the models’ performance, and consequently degrade the level of reliance and trust amongst the users. In the context of smart manufacturing, the key conditions underlining the aforementioned limitations of conventional ML methods may be summarized into two categories: the lack of sufficient data, and probable shifts and deviations in the production line [6]. The survival of smart manufacturing enterprises hugely relies on the extent to which they can serve as configurable and adaptable facilities against the inherent changes and shifts of markets [6].

Enabling the conventional manufacturing processes to produce on-demand personalized products in response to the dynamic market needs is one of the key characteristics of smart manufacturing [7]. According to the National Institute of Standards and Technology (NIST), smart manufacturing is defined as “fully-integrated, collaborative manufacturing systems that respond in real-time to meet changing demands and conditions in the factory, in the supply network, and customer needs.” [2]. However, conventional ML models cannot offer
the high level of adaptability required for smart manufacturing. The underpinning assumption for such models requires the training (e.g., the collected historical data from previous processes) and the test (e.g., unseen data from a new process) data, to be drawn from a similar probability distribution and that training data be comprehensive and descriptive of the whole input space. This premise makes conventional machine learning model quite vulnerable to even minute changes in the manufacturing process, resulting in erroneous predictions [8,9]. To tackle this issue, one unrealistic solution would be to generate large training datasets out of every new production setup and then train a new ML model from scratch. The problem with this approach is, however, that collecting new data points in some manufacturing applications is expensive and time-consuming. Even collecting enough data points for one new process does not universally resolve the issue, as future modifications in the process again seek a daunting task of data generation.

1.1. Overview of emerging ML applications in composites manufacturing

Focusing on composites materials and processing, ML models have been mainly implemented to develop optimization design spaces for the rapid identification of optimum mechanical properties. Arian Nik et al. [10] used finite element (FE) data to construct ML models for fast design optimization. In an attempt to alleviate the dependency on time-consuming FE simulations, Zimmerling et al. [11] utilized forming simulation data to construct an ML model capable of estimating the in-plane shear angle. Within a global sensitivity framework, Balokas et al. [12] developed a neural network model that estimates the elastic properties of braided composites in automated manufacturing processes. Recently, deep learning models have received increasing attention [13]. In [14], Khan et al. used low-frequency structural vibration responses of composite laminates as the input of a convolutional neural network (CNN) for predicting in-plane and through-the-thickness delamination. In the studies [15,16], in order to establish a structure-property linkage, CNN models were developed to predict the mechanical properties using composites’ microstructure images. Again, the aforementioned ML frameworks have been developed based on the restricting assumption that a sufficient amount of data is available for the training process of the model and data distributions remain unchanged (e.g., no modifications/shifts in the manufacturing process, images format, etc.). Such underlying assumptions are often violated in real-world manufacturing scenarios, resulting in a significant decline in the performance and generalizability of the developed ML models. This in turn impedes the successful implementation of advanced predictive algorithms in smart manufacturing applications as they are prone to continual changes in process conditions and production setups [2].

1.2. Objective and organization of this work

In order to combat the above-mentioned shortcomings of the conventional ML applications in smart manufacturing, a robust learning system is deemed necessary with the following specifications: (i) it should be capable of exploiting transferrable (useful) knowledge from auxiliary sources of data and implement it in the current (new) training process, under highly limited data availability; and (ii) be immune against inherent process shifts in the given manufacturing platform. In this article, a transfer learning (TL) framework is aimed to attain the above specifications and address the manufacturers’ need for an agile and robust predictive modeling tool for fast design space exploration and decision-making tasks. The proposed TL model, theoretically, does not require the training and test data to be drawn from the same process distribution, nor does it need large datasets for achieving high accuracy [17]. It leverages the similarity between the existing historical data (source) and the limited observations collected from the new process settings (target). It updates the target model with a low-level representation of the source model, which in turn facilitates the fine-tuning (adapting) of the target model with available data [18,19]. The applicability of the approach has been illustrated via a case study in the autoclave manufacturing of aerospace composites.

The rest of the manuscript is organized as follows. Section 2 reviews the autoclave curing process in composite manufacturing and discusses the current limitations in predicting the thermal history of the parts under limited data. Section 3 presents the definition and overall methodology of TL and overviews its crucial role in developing reliable predictive models for smart manufacturing. Section 4 describes the proposed modeling framework; Sequential unfreezing, an accuracy boosting method embedded to avoid overfitting and catastrophic forgetting, is also discussed. Numerical results on the validity of the method are presented in Section 5, and Section 6 outlines the summary, limitation and future direction of the work.

1.2.1. Expected application novelty

In the realm of Industry 4.0, which is still a vision in advanced aerospace manufacturing, shifts in a given costly process can occur e.g. by assigning a new cure cycle design for autoclave processing of large composites structures [20]. Such complex and sensitive manufacturing processes, however, are severely vulnerable to design shifts, in a way that even a minute deviation from the process optimal setting can yield catastrophic consequences (e.g., unsatisfactory product properties or defect) and sometimes, irretrievable losses [21]. This level of sensitivity requires careful predictive modeling pipelines embedded in the cyber-infrastructure of the smart factory settings. The present case study shows how to remedy the inadequacy of conventional ML methods in composite process design and manufacturing contexts by developing a cross-process TL framework. This approach leverages the knowledge from the previous cure process, uses it for constructing a customized predictive model with a small dataset, and obtains satisfactory precision when applied to the new curing process. The trained predictive model can be used to identify the optimal process specifications to be implemented in the producibility trials during trade-off studies and decision making towards detailed designs. To the best of the authors’ knowledge, this field of research in composite field has remained rarely explored.

2. Case study: composites autoclave manufacturing

Superior mechanical properties, such as high specific strength and stiffness, have made fiber reinforced polymer composites the dominant choice in a myriad of advanced manufacturing applications, especially where lightweight structures are critical (e.g., in aerospace and automobile industries) [22]. However, manufacturing composite structures is a complex process with high levels of uncertainty. In fact, the resulting properties of the manufactured part heavily depend on both the raw material characteristics and process conditions, in a way that the existence of a small deviation from the optimal process setting might result in defects or inadequate performance characteristics [23]. Particularly in modern aerospace manufacturing applications, thermostos prepregs are used as the raw material for fabricating the majority of the composite structures. A thermoset prepreg is prepared by pre-impregnating thin layers of fibers (e.g., carbon or glass) with e.g. epoxy, the most common type of high-performance resin employed in aerospace applications. At the time of manufacturing the part, the thermoset prepreg sheets are taken out of the freezer (to avoid unintentional developments in the material’s degree of cure, the prepreg needs to be kept in sub-ambient temperatures [24]), cut into desired shapes, and laid-up on the tool with the required ply orientations. Then, the laid-up part is placed in a vacuum bag to eliminate trapped air and consolidate the layers of prepreg, all of which prepare the part to be cured in the autoclave [25].

During the curing process in an autoclave vessel, specified pressure and temperature cycles (i.e., inert nitrogen gas heated by electrical elements) are applied to the part over a specific amount of time, which in turn converts the uncured stacked layers of thermostos prepreg to a consolidated and cured composite part [24]. Among all the manufacturing steps of the production workflow, the process of curing...
the prepreg in the autoclave plays the most significant role in developing many crucial outcomes, such as the mechanical properties and geometry (Fig. 1).

Thermal history components of an aerospace composite part during the curing process, namely, thermal lag and exotherm, have been proven to be key metrics for assessing the part’s required physical (e.g., reducing the occurrence of cure-induced voids) and thermal (e.g., reducing thermal undershoot that causes an inadequate degree of cure) specifications. In turn, maintaining the part’s thermal history within the allowable envelope (e.g., the manufacturer’s recommended cure cycle - MRCC) can yield the desired mechanical, chemical and physical properties (e.g., high modulus) [25,26]. The exotherm is defined as the maximum temperature of the part during the curing process. The polymerization of the resin is an exothermic process and can generate a substantial amount of heat. This can increase the temperature of the part, which if it exceeds the allowable exotherm limit, can damage the part [23]. The thermal lag, on the other hand, specifies the deviation of the part’s temperature from the cure cycle’s temperature settings and needs to be limited during the curing process. High values of thermal lag demonstrate divergence from the defined cure cycle, resulting in an under-cured part [23].

The thermal history of the part itself is governed by the autoclave process parameters. For instance, increasing the velocity of the gas flow in the autoclave yields a higher heat transfer coefficient (HTC) between the part and autoclave [24]. Higher values of HTCs help the part to dissipate the generated heat more quickly during the resin’s polymerization process, and hence, prevent the undesirable increase in the part maximum temperature (exotherm). The mechanical and physical properties of the tooling material considerably influence the thermal history of the part. On one hand, the thermal properties of the tool determine the conductive heat flow into and out of the part during the curing process. On the other hand, the geometry of the tool modifies the gas flow profile, resulting in different HTCs along the part-tool system. This justifies in practice the necessity of studying/modeling the relationships between the process conditions and the thermal properties of the part to obtain the optimal process parameters which result in parts with desirable properties.

Previous works have attempted to capture the process underlying complex material behavior and predict the final properties of the finished part, as well as defects using conventional machine learning models. It was assumed that the available limited data is enough for model training purposes and the data distributions remain unchanged over time [27,28]. Collecting sufficient data points for training a predictive model on such a complex process, however, is quite challenging in practice. The capital and operational costs for the curing process are high and it can take between 3–10 h to complete [23]. Moreover, in a smart composites manufacturing setting (composites 4.0), when a new cure cycle is introduced to the system, the in-use prediction model does not perform well against the new unseen data, especially if the old and new cure cycles are dissimilar (see more details in Section 5). In fact, the properties and thermal profile of the cured part are highly associated with the corresponding process parameters, and thus, it requires a high level of adaptability in the ML algorithm. As will be discussed in more detail in the next sections, with the use of advanced machine learning methods, the underlying mapping between the curing process parameters — e.g. the HTC of both part and tool sides, tooling properties, part and tool thicknesses, and autoclave working fluid heating rate — and the process thermal management outcome (namely, thermal lag and exotherm [23]) under a new cure cycle setting with limited data, can be investigated.

3. Transfer learning

Generally speaking, the performance of ML algorithms vastly relies on a general assumption about the data: the training and test data are drawn from the same probability distribution in a way that the input feature space of two datasets along with their data distribution characteristics be exactly alike. Such a restrictive premise does not hold in many real-life applications [8] and therefore, due to the lack of comprehensive and balanced data, conventional ML models cannot always afford the high level of adaptability required in smart manufacturing [29]. Besides, in many tasks of interest (e.g., the autoclave curing process of composite materials), the amount of on-hand data is painfully limited. This makes the task of training more difficult, particularly in the case of implementing “data-greedy” approaches such as deep learning methods, which often require excessive labeled data [30]. In order to make machine learning approaches more applicable to advanced manufacturing problems, a new learning framework to address the current learning models’ limitations needs to be developed. This is where transfer learning comes into the picture. In avoiding the need for expensive data generation efforts by transferring useful knowledge from other related domains, TL provides a robust learning...
framework in the case of discrepancies between training and test datasets [6]. In the context of smart composites manufacturing, when a shift happens in the process configuration (e.g., introducing a new cure cycle for producing a new composite part), the underlying mapping between the input and output variables will change inevitably, making conventional machine learning models inefficient for prediction tasks on the new data distribution. The TL models, however, are able to properly adapt to the new data structure and maintain their high performance [31,32]. As example applications of TL, Wen et al. [29] proposed a deep TL model that used auto-encoders and maximum mean discrepancy to exploit similar low-level feature representations of source and target data and applied it in production progress prediction in IoT-Enabled manufacturing. Xu et al. [33] implemented TL to transfer the learned knowledge from a virtual fault diagnosis digital twin simulation to a physical maintenance system. Sun et al. [34] used deep TL methods to predict the cutting tools’ useful life span with the transfer of knowledge from historical failure data. Ferguson et al. [35] presented a TL-based multi-class adversarial domain adaptation procedure, developed a semi-supervised transfer learning framework (i.e., no labeled target data), and the type of the knowledge being transferred, various approaches and methods have been introduced to accomplish the learning task via knowledge transfer [37,39].

4. Proposed framework and implementation

In the case of composites autoclave curing process, the abundant historical data (source) from a conventional classic cure cycle (e.g., standard one-hold) can be used to enhance the accuracy of the model developed by the limited data (target) generated from a non-classic/complex cure cycle (e.g., a new two-hold cycle). This can significantly decrease the dependency of the advanced manufacturing models to excessive data and therefore, robust predictive tools can be developed using limited data. The proposed general workflow for such TL for manufacturing is illustrated in Fig. 2, and discussed in detail in the following sub-sections.

4.1. Source and target datasets generation

The data for this case study was generated for two cure cycles in the process of manufacturing AS4/8552 aerospace-grade composite material, using RAVEN process simulation package [40] (the first cure cycle is assumed to be the source with abundant data availability, and the second one – the target – with limited data availability). RAVEN performs thermal, physical and mechanical property estimation for given part configurations and cure cycles, and outputs the thermal history of the composite material. Further, this model can be run parametrically, facilitating the exploration of large design spaces. For the one-hold cure cycle (CC1), the curing process starts with increasing the temperature from 20 °C to 180 °C (with a specified constant heating rate) and continues with an isothermal holding step at 180 °C for 2 h. The process is
completed by cooling down the material to room temperature with a 3.5 °C/min constant heating rate. Fig. 3.a demonstrates the CC1 specifications. The two-hold cure cycle (CC2) on the other hand, as shown in Fig. 3.b has two hold steps. It begins with a temperature ramp to 120 °C, continues with a temperature hold for 1 h, followed by a second temperature ramp to 180 °C. The temperature again is held at 180 °C for 2 h and is then decreased to 20 °C in a cool-down process with a 3.5 °C/min heating rate.

The input feature space for both source and target datasets consists of two types of variables, namely design specification variables including the tool material, tool thickness, part thickness, and the manufacturing process parameters which are heat rate, top- and bottom-side HTCs, as summarized in Table 1. The thermal lag and exotherm are selected as the outputs of interest for this study. Fig. 4 represents a schematic of a part being cured in an autoclave along with the affecting design and process variables. Among the cure cycles’ specifications, namely heating rate and hold time, the heating rate of cycles’ ramp is considered as a design process variable (input) as it noticeably controls the thermo-chemical response of the cured part. Thermal lag, for instance, is the product of the cure cycle ramps and can be strongly influenced by adjusting the heating rate [23]. On the other hand, a suboptimal heating rate can excessively increase the exotherm response [41]. In other words, given a specific part thickness, an increase in heating rate can lead to higher exotherm [20]. Hold times, however, are specified according to the manufacturer’s recommendation and kept unchanged during the data generation process.

4.2. Feature-based transfer learning

The learning framework in Fig. 2 is inspired by the idea of the transferability of learned features from one neural network to another. Yosinski et al. [43] showed that when trained on natural images, the first layers of neural networks learn similar low-level features and this is general to all networks regardless of their cost function and input dataset. In TL, the generality of features within networks can play a central role, in a way that the learned features can be transferred to the target network to improve the training process on the target dataset. Additionally, it has been shown that the transferred knowledge contains not only the learned feature representations but also the low-level data statistics. The latter (e.g., information about data distribution), which is generic to any type of data (e.g., structured, image, text, etc.), conveys crucial information for training a predictive model, and if it is transferred to the target network, it can speed up the model convergence and alleviate the large data requirements [42, 43].

Since the feature space being investigated in this paper is structured (i.e., tabular data) and less complex than image data, a Fully Connected Neural Network (FCNN) with a few hidden layers is implemented (see Section 5.1 for the network specifications). Herein, initially, a base (source) network \( f_S \) (i.e., an FCNN) is trained using sufficient data from the source dataset \( D_S \) (Fig. 2, step 1) by minimizing the regression loss function

\[
L_R(f_S) = \mathbb{E}\left[ l(f_S(X_S), Y_S) \right],
\]

where \( \mathbb{E}[\cdot] \) represents the statistical expectation and \( l \) is a suitable loss function (see Section 5.1, for the details). Next, all the layers’ weights except that of the last layer (regressor) are transferred to the new network (target) with the same architecture (Fig. 2, step 2.a). In a TL framework, when the target model is initialized with the fine-tuned

![Fig. 3. Chosen autoclave cure cycles in the composites manufacturing curing process. (a) one-hold cure cycle (CC1); (b) two-hold cure cycle (CC2).](image-url)
weights of the source network, the target model essentially remains in the “same basin in the loss landscape”; i.e., in the weights’ optimization space [42]. This way, the maximum performance of the target model can be achieved by only taking a few gradient steps (i.e., fine-tuning) using a small amount of data toward the optimal weights of the new related task [44]. The last layer of the target network (the one specific to the new manufacturing process) is initialized randomly. The objective is to learn a predictive network \( f_T \) (consists of a feature representation mapping and a regressor) that accurately estimates the target (CC2) outputs, namely thermal lag and exotherm. Since the conventional learning approaches are not practical due to the limited target data, the framework instead transfers the learned feature representation of the source model to the target model and then adapts it accordingly via fine-tuning the weights using limited target data \( D_T \).

\[
f_T = \text{fine-tuning}(f_S|D_T)
\]  
(2)

The resulting model then can be used for target data prediction tasks.

### 4.3. Sequential unfreezing

Once the target network is constructed, layers are sequentially fine-tuned (Fig. 2, step 2.b). During the training of the target network, the transferred layers can be either fine-tuned to adapt to the new task by error backpropagation or kept unchanged (frozen). The latter requires the remaining unfrozen layers to contribute to the target task training and turn into the task-specific layers of the target network. The complexity of the network and the size of the target dataset play a decisive role in whether to fine-tune or freeze the transferred layers. In the case of an extremely small dataset (e.g. in advanced composite manufacturing), or when a dense network with excessive parameters is selected to capture high-dimensional and significantly nonlinear system behavior, freezing the layers might be a good choice, as otherwise overfitting can occur and the generalization performance of the model may decline.

Since the randomly initialized layers generate large error gradient during the initial training iterations, it destructively updates the finely-tuned weights of the previously-trained transferred layers, with these high-magnitude changes during backpropagation. This phenomenon, known as catastrophic forgetting [45], causes the target network to “forget” the learned knowledge from the source and consequently, does not yield satisfying performance. To tackle this issue, the sequential unfreezing approach is proposed [46,47]. First, the randomly initialized layer is fine-tuned for \( n \) epochs while the weights of the other layers are frozen. At epoch \( n+1 \), all or some of the transferred layers become unfrozen (the optimal setting can be achieved by monitoring the model performance; Section 5.2) and the model is fine-tuned (as shown in Eq. (2)) for \( m \) epochs until convergence is achieved. During epochs \( n+1 \) to \( n+m \), a small learning rate is chosen for the optimizer in order for preserving the transferred knowledge as much as possible. However, to more effectively explore the parameters space, a bigger learning rate is employed initially for fine-tuning the randomly initialized layers during the first \( n \) epochs.

### 5. Results and discussion

In this section, the predictive performance of the modeling framework in Section 4 is measured and compared with a conventional ML method that does not leverage TL. Furthermore, the effect of domain shifts in the performance of the already developed predictive model is investigated, via a model trained on CC1 data, but tested on a CC2 dataset. Finally, the effect of incorporating the sequential unfreezing method and early stopping in the TL model is investigated.

#### 5.1. Cross-process transfer learning

In the initial analysis, the performance of the conventional ML and the TL models were compared for the current case study. 44,000 data points for each cure cycle were collected using RAVEN software (by varying the process parameters as outlined in Table 1). Once a Z-score normalization (pre-processing) is applied, the data points were randomly divided into a training set (75%, of which, 25% is used for validation – 18.75% of the total dataset) and a test set (25%). The model used the training dataset to update the weight of each neuron with the goal of minimizing the loss function, which quantifies the error between the predictions and observations. Then the validation data was used to measure the performance of the model on the validation set and monitor any potential sign of the overfitting. Finally, once the training and validation are complete, the test data (unseen to the model) was devised to assess the generalization error of the model. To mimic a real-life scenario in advanced composite manufacturing, it was assumed that only 500 training data is available from CC2 (target data) and the remaining was kept for generalization assessment of the models. For computational analyses, a PC with Intel Core i7-8700 CPU 3.6 GHz, and 32 G RAM was utilized. First, a neural network on CC1 full dataset (75% for training/validation and 25% for testing) was developed to construct a model on CC1 to be used as the source model for the TL framework (CC1-Upper bound). In addition, in order to examine the performance of a predictive model in case of a shift in the manufacturing process, the CC1-Upper bound model is tested against the test data from the CC2 dataset. Next, using the proposed TL framework, the layers from the source model were transferred to the target model, which then was fine-tuned using the 500 training data points from CC2. In order to evaluate the performance of the TL method, a neural network was trained without TL, i.e., solely on the same 500 training data from CC2 for comparison (CC2-Limited). Finally, to estimate an upper-bound (imaginary ideal) performance in the target task, a model was trained on the full target dataset (44,000 data points) from CC2 (CC2-Upper bound).

For all the developed models, feed-forward neural network architecture with 6 fully-connected hidden layers and 10 neurons per layer was implemented. Due to its self-normalizing properties and in order to prevent the vanishing/exploding gradients problem, the Scaled Exponential Linear Unit (SELU) activation function was used (Eq. (1)), where \( \alpha \) and \( \lambda \) are pre-determined parameters (\( \alpha \approx 1.673 \) and \( \lambda \approx 1.050 \)).

The output layer contains one neuron outputting the model’s prediction, and the subscript \( i \) represents the size and average of the test dataset, \( \bar{y} \) represents zero mean and unit variance) as described in the original paper [48]:

\[
selu(x) = \lambda \left\{ \begin{array}{ll} x / \alpha e^x - \alpha & \text{if } x > 0 \\ 0 & \text{if } x \leq 0 \end{array} \right. 
\]  
(3)

The output layer contains one neuron outputting the model’s outcome on the process thermal history (either thermal lag or exotherm). The Mean Squared Error (MSE) was used as the loss function which is defined as:

\[
J = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 
\]  
(4)

where \( n \) is the number of training data, \( y_i \) denotes the observed data, \( \hat{y}_i \) is the model’s prediction, and the subscript \( i \) represents the \( i \)th observation.

Table 2 summarizes the results of the models’ analyses. The Root Mean Square Error (RMSE) and R-squared \( (R^2) \) are utilized as the models’ evaluation metrics:

\[
RMSE = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (y_i - \hat{y}_i)^2} 
\]  
(5)

\[
R^2 = 1 - \frac{\sum_{i=1}^{k} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{k} (y_i - \bar{y})^2} 
\]  
(6)

where \( k \) and \( \bar{y} \) represent the size and average of the test dataset, respectively.

\[ \]
The evident poor performance of CC1-Upper bound model against CC2 data demonstrates how vulnerable prediction models are to changes in cure cycle specifications. In other words, it highlights the necessity of using TL for dealing with such shifts in manufacturing applications. Compared to the conventional ML model (CC2-Limited), the proposed TL framework achieved a significantly higher performance (88% decrease in RMSE of exotherm prediction and 97% decrease for lag). While the generalization loss and the $R^2$ of the proposed model reached a satisfactory level in comparison with the upper-bound model (CC2-Upper bound), the training time was decreased drastically too, by 62% for the exotherm outcome (56% for lag). Fig. 5 shows the Pareto plot of CC2-upper bound (i.e. idealistic) and limited data models via conventional ML, as well as the targeted cross-process TL models along with the corresponding error frequencies. In the case of the TL models, both the count and magnitude of the erroneous predictions have decreased when compared to the conventional learning models, in the presence of limited data (i.e. less deviation from the 45-degree reference line). It can also be observed that the lag model performs relatively better than the exotherm model. Recalling the partial differential equations that govern the composites curing process could shed more light on the reason for such behavior. As shown in [49], in comparison to exotherm, there are fewer related system parameters involved in determining the value of thermal lag. For instance, the calculation of exotherm requires the analysis the transient phase of the curing process for which often no good approximation is possible [49]. Additionally, the prediction of the exotherm requires determining the internal exothermic heat generation of the part during curing ($\dot{Q}$), which consequently adds more complexity to the calculations. Therefore, it is expected that the exotherm network exhibits a poorer performance as it requires to handle more complexity in learning the feature representations needed for estimating the response.

5.2. Effect of sequential unfreezing

Next, the effect of the frozen layers on the performance of the pro-

<table>
<thead>
<tr>
<th>Modeling cases</th>
<th>Generalization Loss (°C)</th>
<th>R-Squared</th>
<th>Training Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exotherm</td>
<td>Lag</td>
<td>Exotherm</td>
</tr>
<tr>
<td>CC2-Upper bound</td>
<td>0.162 (0.026)</td>
<td>0.21 (0.0441)</td>
<td>0.999</td>
</tr>
<tr>
<td>CC2-Limited</td>
<td>17.273 (298.35)</td>
<td>14.493 (210.05)</td>
<td>0.91</td>
</tr>
<tr>
<td>Transfer learning</td>
<td>1.91 (3.648)</td>
<td>0.384 (0.147)</td>
<td>0.996</td>
</tr>
<tr>
<td>CC1-Upper bound</td>
<td>155.99 (24.332)</td>
<td>90.174 (8131.4)</td>
<td>0.374</td>
</tr>
</tbody>
</table>

1 When the entire (hypothetically available) data of CC2 is used to train a conventional ML and predict the test (future) data of CC2.
2 When the limited available data of CC2 is used to train a conventional ML and predict the test (future) data of CC2.
3 When the entire available data of CC1 is combined with limited available data of CC2 to train a TL model and predict the test (future) data of CC2.
4 When the entire available data of CC1 is used to train a conventional ML and predict the test (future) data of CC2.

![Fig. 5. Pareto plots of exotherm (top row) and thermal lag (bottom row) prediction models on the target CC2 data: (a,d) upper bound (idealistic) models trained on full dataset (for reference only); (b,e) conventional models developed in the presence of limited data; (c,f) TL models in the presence of limited data. Points with darker colors represents a higher deviation between the predicted and true values. Frequency distributions of error values (prediction – observation) are also demonstrated.](image-url)
posed TL method was investigated. After being randomly initialized, the last layer of the network was trained while the rest of the layers were remained unchanged (epochs 1 to n). During the second phase of the sequential unfreezing approach (epochs n + 1 to n + m), a decision needs to be taken on the number of the layers to unfreeze. A non-optimal choice would cause either overfitting or underfitting, depending on the target training sample size and the model complexity. To identify the optimum model setting, the network was trained under different scenarios, each with a specific number of frozen hidden layers (0–5). The generalization performance of these models is compared to that of a network in which sequential unfreezing is not implemented (NN; both transferred and randomly initialized layers are updated from epoch 1 to m). For each model, the training process was carried on until the model converged or when the performance on the validation dataset began to degrade. To achieve this, the early stopping regularization method [50] was implemented. As outlined in Algorithm 1, the method controls the capacity of the network by determining how many epochs the model requires for fitting the training dataset while avoiding overfitting (that is, when exposed to a small set of data, the model, along with the true underlying pattern of the data (signal), captures the residual variations (noise), yielding possibly an unexpected performance on unseen data). In comparison with other common regularization methods, early stopping provides less computational costs as it does not add any additional term to the model cost function [51]. The results were captured and demonstrated in Fig. 6 and Table 3.

**Algorithm 1 - Early stopping (adapted from [43])**

1. Split the training set \((X, Y)\) into \((X_{\text{train}}, Y_{\text{train}})\) and \((X_{\text{valid}}, Y_{\text{valid}})\), respectively.
2. Train the model using \((X_{\text{train}}, Y_{\text{train}})\), and update the randomly initialized weights \(\theta\) for \(n\) steps, where \(n\) denotes the number of steps between each evaluation process.
3. Evaluate the model using \((X_{\text{valid}}, Y_{\text{valid}})\) after training for \(n\) steps. If a lower validation error, \(\text{ValidationError}(\theta)\), is achieved, update the weights. Otherwise, if the model does not improve for \(p\) consecutive evaluations (denoting “patience” parameter) consecutive evaluations, end the training process.
4. Output the model with the optimal weights \(\theta^*\) yielding the lowest validation error.

The first observation from Table 3 is that as the number of frozen layers grows, the convergence of the model takes longer. In other words, as the number of trainable parameters decreases, the model becomes simpler and thus requires more iterations to embed the underlying characteristics of the data in the fewer degrees of freedom (neurons). In addition, it is apparent that by increasing the number of frozen layers, the flexibility of the model for adapting to the new task declines, which in turn increases the training and validation losses. Among the evaluated models, the networks with 0 and 1 frozen layers (0FL and 1FL) outperformed the lowest training losses. Such behavior is expected, as the act of unfreezing more hidden layers increases the capacity of the transferred model. Therefore, in this study, the 0FL structure is used for evaluating the performance of the proposed TL framework.

**5.2.1. Model evaluation and trade-off analysis**

The trained TL (sub)models underwent a two-stage performance evaluation process: (i) visual inspection of the model generalization performance via plotting the Pareto plots and absolute error, and (ii) calculating the performance measures, Root Mean Square Error (RMSE) and R-squared (R²), to rank the models with respect to the quantitative measurements (as described in Section 4.1.). In addition, the framework outputs a design chart that takes into account the key factors in manufacturing decision making tasks by visually depicting a trade-off between the model performance, training time, available training samples, and generalization error. RMSE (MSE) values are reported for the training and validation losses.

**Table 3**

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Loss (°C)</th>
<th>Validation Loss (°C)</th>
<th>Training time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exotherm</td>
<td>Lag</td>
<td>Exotherm</td>
</tr>
<tr>
<td>0FL</td>
<td>0.182</td>
<td>0.184</td>
<td>1.603</td>
</tr>
<tr>
<td>1FL</td>
<td>0.163</td>
<td>0.117</td>
<td>1.893</td>
</tr>
<tr>
<td>2FL</td>
<td>0.626</td>
<td>0.120</td>
<td>3.524</td>
</tr>
<tr>
<td>3FL</td>
<td>0.854</td>
<td>0.229</td>
<td>3.121</td>
</tr>
<tr>
<td>4FL</td>
<td>1.903</td>
<td>0.922</td>
<td>6.006</td>
</tr>
<tr>
<td>5FL</td>
<td>5.192</td>
<td>1.291</td>
<td>10.711</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison of the exotherm (green) and lag (blue) models performance using different settings of sequential unfreezing (zero (0 F L) to five (5 F L) frozen layers) and regular neural network training (NN). Repeatability of the models performance is demonstrated by confidence interval bars (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
demonstrated that utilizing the sequential unfreezing method in the and train an accurate ML model for the new process. In particular, it was was transferred (combined with) the limited data from the new process manufacturing, where the historically abundant data from a past process cannot be generalized for practical use. On the other hand, in practice, designs. This can significantly reduce the design costs by e.g., deter is the use of data-driven predictive (ML) models for extracting useful element of leveraging the maximum structural and environmental ca high-cost production cases, tend to avoid the high risk-reward ratio the high levels of complexity and severe uncertainty (e.g., from the fiber cure cycle). Therefore, industrial manufacturers, especially for however, such resources might sometimes fall short in critical decision-making tasks (e.g., when developing a new, non-classic cycle). Therefore, industrial manufacturers, especially for high-cost production cases, tend to avoid the high risk-reward ratio strategies and stick to more conservative designs that lack the crucial element of leveraging the maximum structural and environmental capacity of composite materials [53]. One way to resolve this shortcoming, is the use of data-driven predictive (ML) models for extracting useful insights from historical data for making informed decisions for new designs. This can significantly reduce the design costs by e.g., determining the optimal set of parameters for the new process and avoiding the potential risks (e.g. defects) upfront [20]. However, a drawback with conventional ML approaches is that if the new (targeted) process has major differences in terms of its features (e.g. having a two-hold cure cycle compared to the traditional one-hold cycle), it fails rapidly and cannot be generalized for practical use. On the other hand, in practice, there would be very limited data (trial) from the targeted new process. In this article, a TL framework for advanced smart manufacturing processes was proposed and exemplified for autoclave composite manufacturing, where the historically abundant data from a past process was transferred (combined with) the limited data from the new process and train an accurate ML model for the new process. In particular, it was demonstrated that utilizing the sequential unfreezing method in the above TL can minimize the chance of model overfitting to limited and small datasets while maintaining the learned knowledge from the source task and avoiding catastrophic forgetting. Analysis of the results showed a major decrease of 88% in the generalization loss using the proposed model in the autoclave processing example. It was shown that there exists a correlation between the model performance on unseen data and the number of frozen layers during the training process. The optimal number of frozen layers can be determined by taking into account the available data for training as well as the complexity of the model. Fewer frozen layers were more effective in maximizing the effect of sequential unfreezing while models with more frozen layers showed less adaptability to new tasks.

Future analysis may be carried out in order to exploit the optimal specifications for the manufacturing process, based on the trained prediction model. Concretely, the developed TL framework can be implemented to create a design space (i.e., by generating reliable predictions) and then a Multiple-Criteria Decision Analysis (MCDA) can be utilized to explore the generated space, seeking Pareto process parameters [54].

The effect of the network architecture on the performance of the lag and exotherm models could also be investigated. Additionally, studying the impact of the number of frozen layers on the model performance variation can be another potential future work direction. Finally, it is believed that the performance of any TL model is dependent on the adequacy of the transferred knowledge from the source task. Limited or unbalanced source data can convey faulty knowledge and therefore, results in poor performance in the target model (negative transfer [37]). Measuring the similarity of the source and target distributions (i.e., using Maximum Mean Discrepancy or KL-divergence [51]) before transferring the knowledge can be considered as a highly viable solution for identifying suitable source knowledge.

Fig. 7. A general design (trade-off) chart for identifying proper sample size in the proposed composites manufacturing TL framework, against the different number of frozen layers during the transfer. Bubbles’ size corresponds to training time. Y-axis represents the models’ generalization loss.

6. Conclusion

Reliable expertise and understanding pertaining to the characteristics of the given material system and the process parameters are traditionally known to be of paramount importance when it comes to designing and implementing advanced composite manufacturing. Due to the high levels of complexity and severe uncertainty (e.g., from the fiber architecture variation to changes in the matrix content and formulation, to uncertainties in controlled and uncontrolled process variables [52]), however, such resources might sometimes fall short in critical decision-making scenarios (e.g., when developing a new, non-classic cure cycle). Therefore, industrial manufacturers, especially for high-cost production cases, tend to avoid the high risk-reward ratio strategies and stick to more conservative designs that lack the crucial element of leveraging the maximum structural and environmental capacity of composite materials [53]. One way to resolve this shortcoming, is the use of data-driven predictive (ML) models for extracting useful insights from historical data for making informed decisions for new designs. This can significantly reduce the design costs by e.g., determining the optimal set of parameters for the new process and avoiding the potential risks (e.g. defects) upfront [20]. However, a drawback with conventional ML approaches is that if the new (targeted) process has major differences in terms of its features (e.g. having a two-hold cure cycle compared to the traditional one-hold cycle), it fails rapidly and cannot be generalized for practical use. On the other hand, in practice, there would be very limited data (trial) from the targeted new process.

In this article, a TL framework for advanced smart manufacturing processes was proposed and exemplified for autoclave composite manufacturing, where the historically abundant data from a past process was transferred (combined with) the limited data from the new process and train an accurate ML model for the new process. In particular, it was demonstrated that utilizing the sequential unfreezing method in the above TL can minimize the chance of model overfitting to limited and small datasets while maintaining the learned knowledge from the source task and avoiding catastrophic forgetting. Analysis of the results showed a major decrease of 88% in the generalization loss using the proposed model in the autoclave processing example. It was shown that there exists a correlation between the model performance on unseen data and the number of frozen layers during the training process. The optimal number of frozen layers can be determined by taking into account the available data for training as well as the complexity of the model. Fewer frozen layers were more effective in maximizing the effect of sequential unfreezing while models with more frozen layers showed less adaptability to new tasks.

Future analysis may be carried out in order to exploit the optimal specifications for the manufacturing process, based on the trained prediction model. Concretely, the developed TL framework can be implemented to create a design space (i.e., by generating reliable predictions) and then a Multiple-Criteria Decision Analysis (MCDA) can be utilized to explore the generated space, seeking Pareto process parameters [54].

The effect of the network architecture on the performance of the lag and exotherm models could also be investigated. Additionally, studying the impact of the number of frozen layers on the model performance variation can be another potential future work direction. Finally, it is believed that the performance of any TL model is dependent on the adequacy of the transferred knowledge from the source task. Limited or unbalanced source data can convey faulty knowledge and therefore, results in poor performance in the target model (negative transfer [37]). Measuring the similarity of the source and target distributions (i.e., using Maximum Mean Discrepancy or KL-divergence [51]) before transferring the knowledge can be considered as a highly viable solution for identifying suitable source knowledge.
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